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Abstract
In this paper we study two types of strong set-valued equilibrium problems in Haus-
dorff locally convex topological vector spaces. Under suitable assumptions, stability in
the sense of Hausdorff continuity of solutions is established. Main results are applied
to Browder variational inclusions.

Keywords Stability analysis · Set-valued equilibrium problem · Hausdorff
continuity · Browder variational inclusion

1 Introduction

In recent years, set-valued equilibrium problems have been received much attention
of authors since they not only generalize the single-valued equilibrium problems,
but also serve as unified models to investigate set-valued variational inequalities. It
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is well-known that variational inequality includes Browder variational inclusion, a
generalization of Browder–Hartman–Stampacchia variational inequality, as a special
case. The Browder-Hartman-Stampacchia variational inequality has a wide applica-
tion, especially to the surjectivity of set-valuedmaps and to nonlinear elliptic boundary
value problems, see e.g., [1,2]. Also, the equilibrium problem has many applications
to different areas such as physis, economics, engineering, transportation, chemistry,
biology, etc (see [3]).
Existence of solutions to set-valued equilibrium problems has been studied by

several researchers in the literature [4–8]. The stability of solutions for these problems
is also amotivation formany authors. In [9–12], the authors obtain the (semi)continuity
of the solution maps to set-valued equilibrium problems by using a linear scalarization
method which is an effective tool for studying set-valued equilibrium problems in the
weak types. Besides, many results on the stability in the sense of Hö lder/Lipschitz
continuity of the solution maps to set-valued equilibrium problems are archived, see
[13,14].
Noting that when investigating practical problems, because of measure devices

or statistical results, obtained data are approximate, the models of these problems are
also approximations. This means that exact solutions to such practical problems are, in
fact, also approximate ones. Also,most numerical methods used to solvemathematical
models often produce approximate solutions to the models, and hence in computing
and solving practical problems usually obtains approximate ones.
Therefore, studying approximate solutions tomathematical models plays important

roles in both theoretical and computational aspects, and thus it has motivated and
inspired many researchers to investigate (see [15–23]). However, as far as we know,
there have been only few works devoted to upper and lower semicontinuity property
of approximate solutions, which have close relations with well-posedness property,
an important topic, for the reference problems (see [16,20–22]). In the other word, the
obtained results related to the semicontinuities of approximate solution sets have not
been described important roles of them.
From above observations, we aim to study the stability conditions for approximate

solutions to two types of strong set-valued equilibrium problems. More precisely,
sufficient conditions for the approximate solution maps to be continuous in the sense
of Hausdorff are established. Our main results are new and include the previous ones
in the literature [18,23]. As an application, the main results are applied to the Browder
variational inclusions.
The outline of the remainder of the paper is organized as follows. Section2 recalls

some definitions and their properties needed in what follows. We introduce, in Sect. 3,
two types of strong set-valued equilibrium problems and establish sufficient conditions
for the Hausdorff continuity of the solution maps to such problems. In the last section,
Sect. 4, we discuss the Hausdorff continuity of the solution maps to the Browder
variational inclusions.
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2 Preliminaries

Throughout the paper, unless otherwise stated, let X be a Hausdorff locally convex
topological vector space, Y be a real topological vector space and K be a nonempty
subset of X . Assume that C is a pointed closed convex cone in Y with nonempty
interior (intC = ∅) and e ∈ intC is given.
Let F : K ×K ⇒ Y is a set-valuedmap.We consider two types of strong set-valued

equilibrium problems as follows:

(SEP) Find x̄ ∈ K such that for all y ∈ K ,

F(x̄, y) ⊂ C .

(WEP) Find x̄ ∈ K such that for all y ∈ K ,

F(x̄, y) ∩ C = ∅.

Now we assume that these problems suffer perturbation, which are expressed in
terms of a perturbing parameter λ ∈ Λ whenever Λ is a nonempty subset of a real
topological vector space Z . This means that our problems are embedded into the
following families, for λ ∈ Λ,

(SEP)λ Find x̄ ∈ K (λ) such that for all y ∈ K (λ),

F(x̄, y, λ) ⊂ C,

(WEP)λ Find x̄ ∈ K (λ) such that for all y ∈ K (λ),

F(x̄, y, λ) ∩ C = ∅,

where K : Λ ⇒ X is a set-valued map with nonempty convex values,
F : A × A × Λ ⊂ X × X × Z ⇒ Y is a set-valued map and K (Λ) =

λ∈Λ K (λ) ⊂ A.

For (ε, λ) ∈ R+ × Λ, where R+ is the set of nonnegative real numbers, the ε-
approximate solution sets of (SEP)λ and (WEP)λ are denoted by

S(ε, λ) :={x ∈ K (λ) | (F(x, y, λ) + εe) ⊂ C ∀y ∈ K (λ)}, and
W (ε, λ) :={x ∈ K (λ) | (F(x, y, λ) + εe) ∩ C = ∅ ∀y ∈ K (λ)},

respectively. We also consider auxiliary ε-approximate solution sets of the problems
as below:

S(ε, λ) :={x ∈ K (λ) | (F(x, y, λ) + εe) ⊂ intC ∀y ∈ K (λ)}.
W (ε, λ) :={x ∈ K (λ) | (F(x, y, λ) + εe) ∩ intC = ∅ ∀y ∈ K (λ)}.
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In this paper, we will investigate the stability in the sense of Hausdorff continuity of
S(ε, λ) and W (ε, λ) as set-valued maps from R+ × Λ into X . Throughout this paper,
we assume that the above solution sets are nonempty.
We now recall some basic notions needed in the sequel. Let Q : X ⇒ Y be a

set-valued map.

Definition 2.1 (See [24, Definitions 1.4.1, 1.4.2, p. 38])

(a) Q is said to be upper semicontinuous (usc, shortly) at x0 if for any neighborhood
U of Q(x0), there is a neighborhood N of x0 such that Q(N ) ⊂ U.

(b) Q is said to be lower semicontinuous (lsc, shortly) at x0 if for all xα → x0 and
y0 ∈ Q(x0), then there exist yα ∈ Q(xα) such that yα → y0.

(c) Q is continuous at x0 if it is both usc and lsc at x0.

Definition 2.2 (See [25, Definition 2.5.12, p. 58])

(a) Q is said to be Hausdorff upper semicontinuous (H -usc, shortly) at x0 if for each
neighborhood B of the origin in Y , there exists a neighborhood N of x0 such that
Q(x) ⊂ Q(x0) + B for all x ∈ N.

(b) Q is said to be Hausdorff lower semicontinuous (H -lsc, shortly) at x0 if for each
neighborhood B of the origin in Y , there exists a neighborhood N of x0 such that
Q(x0) ⊂ Q(x) + B for all x ∈ N.

(c) Q is Hausdorff continuous at x0 if it is both H -usc and H -lsc at x0.

Definition 2.3 For A ⊂ X , a set-valued map P : X × X × Z ⇒ Y is said to be

(a) C-Hausdorff upper semicontinuous at λ0 uniformly with respect to (wrt, shortly)
A × A if for each neighborhood B of the origin in Y , there exists a neighborhood
N of λ0 such that for any (x, y) ∈ A × A, we have

P(x, y, λ) ⊂ P(x, y, λ0) + B + C ∀λ ∈ N.

(b) C-Hausdorff lower semicontinuous at λ0 uniformly wrt A × A if for each neigh-
borhood B of the origin in Y , there exists a neighborhood N of λ0 such that for
any (x, y) ∈ A × A, we have

P(x, y, λ0) ⊂ P(x, y, λ) + B + C ∀λ ∈ N.

(c) C-Hausdorff continuous at λ0 uniformly wrt A× A if it is bothC-Hausdorff upper
and lower semicontinuous at λ0 uniformly wrt A × A.

Definition 2.4 (See [26, Definition 2.1]) Q is said to be C-convex on a convex subset
A ⊂ X if for any x1, x2 ∈ A and t ∈ [0, 1],

t Q(x1) + (1− t)Q(x2) ⊂ Q(t x1 + (1− t)x2) + C, (1)

and Q is said to be C-concave if (1) is replaced by

Q(t x1 + (1− t)x2) ⊂ t Q(x1) + (1− t)Q(x2) + C.
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Next, we propose a generalized concept related to the C-concavity.

Definition 2.5 LetΩ ⊂ R, F : X ⇒ Y be a set-valued map and A be a convex subset
of X .

(a) F is said to be Ω-concave wrt e of the first type on A if for any x1, x2 ∈ A,
r1, r2 ∈ Ω such that F(x1) ⊂ r1e + C and F(x2) ⊂ r2e + intC, then F(t x1 +
(1− t)x2) ⊂ [tr1 + (1− t)r2]e + intC for all t ∈]0, 1[.

(b) F is said to be Ω-concave wrt e of the second type on A if for any x1, x2 ∈ A,
r1, r2 ∈ Ω such that F(x1) ∩ (r1e +C) = ∅ and F(x2) ∩ (r2e + intC) = ∅, then
F(t x1 + (1− t)x2) ∩ ([tr1 + (1− t)r2]e + intC) = ∅ for all t ∈]0, 1[.

Remark 2.1 (a) It follows from Definition 2.5 that if a map satisfies theΩ-concavity
properties on A, then it is Ω-concave on A for allΩ ⊂ Ω.

(b) In the case that F is a single-valued map, then the Ω-concavity wrt e of the first
and second types on A are coincident, say the Ω-concavity wrt e on A, and they
are a relaxation of the C-concavity. Obviously, the Dirichlet function, D(x) = 1
for x rational and D(x) = 0 for x irrational, is −R+-concave on R wrt e = 1
and C = R+ but it is not concave on R, and so theΩ-concavity concept of a real
function is a weakened version of the classical one.

Lemma 2.1 Let F, A be as in Definition 2.5. The following statements hold.

(a) If F is C-concave on A, then F is R-concave wrt e of the first type on A.
(b) If F is −C-convex on A, then F is R-concave wrt e of the second type on A.

Proof (a) Let x1, x2 ∈ A, r1, r2 ∈ R, F(x1) ⊂ r1e + C and F(x2) ⊂ r2e + intC .

Then, for each t ∈]0, 1[, the C-concavity of F gives us

F(t x1 + (1− t)x2) ⊂ t F(x1) + (1− t)F(x2) + C

⊂ (tr1 + (1− t)r2))e + tC + (1− t)intC + C

⊂ (tr1 + (1− t)r2))e + intC .

Hence, F is R-concave wrt e of the first type on A.
(b) Let x1, x2 ∈ A, r1, r2 ∈ R, F(x1)∩(r1e+C) = ∅ and F(x2)∩(r2e+intC) = ∅.

For each z1 ∈ F(x1) ∩ (r1e + C), z2 ∈ F(x2) ∩ (r2e + intC) and t ∈]0, 1[, the −C-
convexity of F leads to the existence of zt ∈ F(t x1+ (1− t)x2) and ct ∈ C satisfying
zt = t z1 + (1 − t)z2 + ct . Besides, there are c1 ∈ C and c2 ∈ intC such that
z1 = r1e + c1 and z2 = r2e + c2. Therefore,

zt = t(r1e + c1) + (1− t)(r2e + c2) + ct ∈ tr1e + (1− t)r2e + intC .

So, F(t x1 + (1− t)x2) ∩ ((tr1 + (1− t)r2))e + intC) = ∅.

The following example shows that the converses of Lemma 2.1 are not true.

Example 2.1 Let X = A = R, Y = R2,C = R2+, e = (1, 1) and

F(x) = {(3, 1)}, if x = 0,

{(1, 1)}, if x = 0.
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Then, for x1, x2 ∈ R and r1, r2 ∈ R such that F(x1) ∈ r1e+C and F(x2) ∈ r2e+intC .
One has r1 ≤ 1 and r2 < 1. So, for all t ∈]0, 1[, F(t x1 + (1 − t)x2) ∈ (tr1 + (1 −
t)r2)e + C . Hence, F is R-concave wrt e on R. However, let x1 = −1, x2 = 1 and
t = 1

2 , F
1
2 x1 + 1

2 x2 = F(0) = (1, 1) /∈ 1
2 F(−1) + 1

2 F(1) + C = (3, 1) + C, and
hence F is not concave on R.

3 Continuity of approximate solutionmaps to strong set-valued
equilibrium problems

In this section we mainly discuss the Hausdorff continuity of the solution maps S
and W to (SEP)λ and (WEP)λ, respectively. First, we state a result on the Hausdorff
continuity of the map S.

Theorem 3.1 For (SEP)λ, let S(ε, λ) be nonempty in a neighborhood of the reference
point (ε0, λ0) ∈]0, +∞[×Λ. Assume further that the following conditions hold:

(i) K is continuous and compact-valued at λ0 and K (Λ) is bounded;
(ii) there exists a neighborhood N of λ0 such that F is continuous and compact-valued

on K (N ) × K (N ) × {λ0};
(iii) for all λ ∈ Λ and y ∈ K (λ), F(·, y, λ) is −R+-concave wrt e of the first type on

K (λ).

Then, the map S is Hausdorff continuous at (ε0, λ0).

Proof For the sake of convenience we divide the proof into three steps.
Step 1. We show that for each closed convex neighborhood B of the origin in X ,

there exists a neighborhood V of ε0 such that for all λ ∈ Λ and ε ∈ V ,

S(ε, λ) ⊂ S(ε0, λ) + B and S(ε0, λ) ⊂ S(ε, λ) + B. (2)

It follows from the boundedness of K (Λ) that for each closed convex neighborhood
B of origin in X , there exists ρ > 0 satisfying

K (Λ) − K (Λ) ⊂ ρB. (3)

For every η ∈ (0, ε0) and ε1, ε2 ∈ [ε0 − η, ε0 + η]with ε1 < ε2 and x1 ∈ S(ε1, λ),
we have F(x1, y, λ) + ε1e ⊂ C for all y ∈ K (λ). We can write F(x1, y, λ) + ε2e =
(F(x1, y, λ)+ε1e)+ (ε2−ε1)e ⊂ C, i.e., x1 ∈ S(ε2, λ). Hence, S(ε1, λ) ⊂ S(ε2, λ).
This implies that for all ε ∈ [ε0 − η, ε0 + η],

S(ε0 − η, λ) ⊂ S(ε, λ) ⊂ S(ε0 + η, λ). (4)

For any θ with 1 < θ <
ε2

ε2 − ε1
and γ := ε2 + θ(ε1 − ε2), it is claimed that

1

θ
S(γ , λ) + 1−

1

θ
S(ε2, λ) ⊂ S(ε1, λ). (5)
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In fact, thanks to the convexity of K (λ), we have xθ := 1
θ
x1 + 1− 1

θ
x2 ∈ K (λ)

for all x1 ∈ S(γ, λ) and x2 ∈ S(ε2, λ). This together with the −R+-concavity of F
implies that, for each y ∈ K (λ),

F (xθ , y, λ) + ε1e = F (xθ , y, λ) +
1

θ
γ e + 1−

1

θ
ε2e ⊂ intC ⊂ C,

that is, (5) is proved. It follows from (5) that

1−
1

θ
S(ε2, λ) ⊂ S(ε1, λ) −

1

θ
S(γ, λ),

which yields that

S(ε2, λ) ⊂ S(ε1, λ) +
1

θ − 1
S(ε1, λ) − S(γ, λ)

⊂ S(ε1, λ) +
1

θ − 1
[K (λ) − K (λ)].

Combining this with (3), we get

S(ε2, λ) ⊂ S(ε1, λ) +
ρ

θ − 1
B. (6)

Choosing η0 such that η0 < ε0
ρ+1 and considering V = [ε0 − η0, ε0 + η0] as a

neighborhood of ε0. Substituting ε2 = ε0, ε1 = ε0 − η0 and θ = ρ + 1 (clearly,
1 < θ < ε2

ε2−ε1
) in (6), we get S(ε0, λ) ⊂ S(ε0 − η0, λ) + B. This together with (4)

implies that for all ε ∈ V , S(ε0, λ) ⊂ S(ε, λ) + B.

Analogously, substituting ε2 = ε0 + η0, ε1 = ε0 and θ = ρ + 1 in (6) and
combining this with (4), we have S(ε, λ) ⊂ S(ε0 + η0, λ) ⊂ S(ε0, λ) + B. Therefore,
(2) is examined.

Step 2. For any ε ∈ V , we prove that S(ε, ·) is Hausdorff continuous at λ0.
By [27, Proposition 3.1(i)], we show that S(ε, ·) is H -usc at λ0 by proving S(ε, ·) is

usc at λ0. Suppose that S(ε, ·) is not usc at λ0. Then, we can find a neighborhoodU of
S(ε, λ0), a net {λα} converging to λ0, and xα ∈ S(ε, λα) but xα /∈ U for all α. By [28,
Proposition 2.19, p. 41], the upper semicontinuity of K at λ0 and the compactness of
K (λ0) allow us to assume that there is x0 ∈ K (λ0) with xα → x0. If x0 /∈ S(ε, λ0),
then there are y0 ∈ K (λ0) and z0 ∈ F(x0, y0, λ0) such that z0 + εe /∈ C . By [28,
Proposition 2.6, p. 37], the lower semicontinuity of K at λ0 shows the existence of
yα ∈ K (λα) such that yα → y0. Since xα ∈ S(ε, λα), for all zα ∈ F(xα, yα, λα), we
get zα +εe ∈ C,which together with the lower semicontinuity of F implies that there
is z̄α ∈ F(xα, yα, λα) with z̄α → z0 such that z̄α + εe ∈ C . That is, z0 + εe ∈ C as

C is closed, which arrives at again contradiction as z0 + εe /∈ C .
We now prove the Hausdorff lower semicontinuity of S(ε, ·) at λ0. By [28, Theorem

2.68, p. 62], it suffices to check S(ε, ·) is lsc at λ0 and S(ε, λ0) is compact. Let us start
by showing the lower semicontinuity of S(ε, ·). Suppose that S(ε, ·) is not lsc at λ0, i.e.,
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there are x0 ∈ S(ε, λ0) and a net {λα} converging toλ0, for all xα ∈ S(ε, λα), xα x0.
Thanks to the lower semicontinuity of K at λ0, there exists x̄α ∈ K (λα) satisfying
x̄α → x0. Due to above contradiction assumption, there must be a subnet {x̄β} of x̄α

such that for all β, x̄β /∈ S(ε, λβ), i.e., there exist yβ ∈ K (λβ) and zβ ∈ F(x̄β, yβ, λβ),
zβ + εe /∈ intC . Since K is usc and compact-valued at λ0, one has y0 ∈ K (λ0) with
yβ → y0 (take a subnet if necessary). By (ii), there is z0 ∈ F(x0, y0, λ0)with zβ → z0
such that z0+εe /∈ intC,which is impossible as x0 belongs to S(ε, λ0). Hence, S(ε, ·)
is lsc at λ0. Now, we claim that

S(ε, λ0) ⊂ clS(ε, λ0), (7)

where “cl” stands for the closure. Let x̄ ∈ S(ε, λ0), x1 ∈ S(ε, λ0), t ∈]0, 1[ and
y ∈ K (λ0), by the −R+-concavity of F(·, y, λ0), one has F(t x1 + (1− t)x̄, y, λ0) +
εe ⊂ intC, and so xt := t x1 + (1− t)x̄ ∈ S(ε, λ0). Because xt → x̄ when t → 0, x̄
belongs to clS(ε, λ0), and hence (7) follows. Also, by [28, Proposition 2.6, p. 37], the
lower semicontinuity at λ0 of S(ε, ·) leads to

S(ε, λ0) ⊂ clS(ε, λ0) ⊂ lim inf S(ε, λα) ⊂ lim inf S(ε, λα),

i.e., S(ε, ·) is lsc at λ0.
For the compactness of S(ε, λ0), it is enough to show that S(ε, λ0) is closed in

K (λ0). Let xα ∈ S(ε, λ0) with xα → x0, then xα ∈ K (λ0) and x0 ∈ K (λ0). For each
y ∈ K (λ0), we have zα + εe ∈ C, for all zα ∈ F(xα, y, λ0). Thanks to (ii) and the
closedness of C , we get z0 + εe ∈ C , for all z0 ∈ F(x0, y, λ0), i.e., x0 ∈ S(ε, λ0).

Step 3.We are ready to complete the proof. For each neighborhood B of the origin
in X , we can find a neighborhood B1 of the origin in X such that

B1 + B1 ⊂ B. (8)

By Step 1, for any neighborhood B1, there is a neighnorhood V1 of ε0 such that for all
λ ∈ Λ,

S(ε, λ) ⊂ S(ε0, λ) + B1 and S(ε0, λ) ⊂ S(ε, λ) + B1. (9)

For each ε ∈ V1, since S(ε, ·) is H -continuous at λ0, there exists a neighborhood N1
of λ0 satisfying, for all λ ∈ N1,

S(ε0, λ) ⊂ S(ε0, λ0) + B1 and S(ε0, λ0) ⊂ S(ε0, λ) + B1. (10)

It is clear that V1× N1 is a neighborhood of (ε0, λ0). Combining this with (8), (9) and
(10), we have, for all (ε, λ) ∈ V1 × N1,

S(ε, λ) ⊂ S(ε0, λ0) + B and S(ε0, λ0) ⊂ S(ε, λ) + B.

Therefore, S is H -continuous at (ε0, λ0).
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The following example illustrate the applicability of Theorem 3.1.

Example 3.1 Let X = Y = R,C = R+, e = 1 ∈ intC, Λ = [0, 1], K (λ) = [−1, λ]
and

F(x, y, λ) = −x3 + y, y + π − cos λ , if x < 0,

[−x + y, y + π − cos λ] , if x ≥ 0.

Clearly, the assumptions of Theorem 3.1 are satisfied. Applying this theorem, we get
the Hausdorff continuity of the solution map to this problem. (Indeed, direct compu-
tations give us

S(ε, λ) = [−1, 3
√

ε − 1], ifε < 1,

[−1,min{λ, ε − 1}], ifε ≥ 1,

which is Hausdorff continuous).

We now derive an example to show that the assumption (iii) in Theorem3.1 is essential.

Example 3.2 Let X = Y = R,C = R+, e = 1 ∈ intC, Λ = [0, 2], K (λ) = [λ −
1, λ + 4], ε0 = 1, λ0 = 1 and F(x, y, λ) = {x2 − 2x + y − λ}. It is easy to
verify that conditions of Theorem 3.1 are satisfied, except for the−R+-concavity. For
(ε, λ) ∈ 1

2 ,
3
2 × 1

2 ,
3
2 , we get

S(ε, λ) = {x ∈ [λ − 1, λ + 4] | x2 − 2x + y − λ + ε ≥ 0 ∀y ∈ [λ − 1, λ + 4]}
= {x ∈ [λ − 1, λ + 4] | x2 − 2x − 1+ ε ≥ 0}

= [λ − 1, λ + 4]∩] − ∞, 1−
√
2− ε] ∪ [1+

√
2− ε, λ + 4] = ∅.

Let x0 = 0 ∈ S(ε0, λ0) = {0} ∪ [2, 5] and (εn, λn) := 1− 1
n , 1+ 1

n → (ε0, λ0),

then for all xn ∈ S(εn, λn) = 1+ 1+ 1
n , 5+ 1

n , {xn} cannot converge to x0.

Therefore, S is not even lower semicontinuous at (ε0, λ0).

Using the same techniques of the proof for Theorem 3.1, we also obtain the following
result.

Theorem 3.2 For (WEP)λ, assume that the existence of solutions and (i), (ii) are as in
Theorem 3.1 and replace (iii) by

(iii ) for all λ ∈ Λ and y ∈ K (λ), F(·, y, λ) is −R+-concave wrt e of the second type
on K (λ).

Then, the map W is Hausdorff continuous at (ε0, λ0).

In recent years, there have been a lot of works in the literature dealing with
mathematical models with optimization/equilibrium constraints [29–32], which leads
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to consider a class of equilibrium problems with nonparametric constraints (see
[18,20,21]). In the rest of this section, we consider the case of K (λ) ≡ K for all
λ, where K is a nonempty compact and convex subset. For this special case, we obtain
very beautiful results, which cannot be derived from the previous results.

Theorem 3.3 Assume that the solution sets to (SEP)λ are nonempty in a neighborhood
of the reference point (ε0, λ0) ∈]0, +∞[×Λ. Assume further that

(i) F is C-Hausdorff continuous at λ0 uniformly wrt K × K ;
(ii) for each y ∈ K and λ ∈ Λ, F(·, y, λ) is −R+-concave wrt e of the first type on

K .

Then, the map S is Hausdorff continuous at (ε0, λ0).

Proof We can retain Step 1 of the proof of Theorem 3.1, which only employs the
−R+-concavity of F , and hence the inclusion (2) holds.
Setting U := u ∈ Y | u ∈ − η0

2 e + C where η0 is defined as in the proof of
Theorem 3.1, thenU is a neighborhood of the origin of Y andU + (ε−ε0+η0)e ⊂ C
with ε ∈ ε0 − η0

2 , ε0 + η0
2 . The C-Hausdorff upper semicontinuity uniformly wrt

K × K of F leads to the existence of a neighborhood N1 of λ0 such that F(x, y, λ) ⊂
F(x, y, λ0) + U + C for all x, y ∈ K and λ ∈ N1. For each x0 ∈ S(ε0 − η0, λ0), by
the convexity of C , one has

F(x0, y, λ) + εe ⊂ F(x0, y, λ0) + (ε0 − η0)e + U + (ε − ε0 + η0)e + C ⊂ C .

So, S(ε0 − η0, λ0) ⊂ S(ε, λ). This together with (2) implies that

S(ε0, λ0) ⊂ S(ε0 − η0, λ0) + B ⊂ S(ε, λ) + B. (11)

Similarly, we get S(ε, λ) ⊂ S(ε0 + η0, λ0) ⊂ S(ε0, λ0) + B. Combine this and (11),
we get the conlusion of Theorem 3.3.

Remark 3.1 Because the continuity property of F in the first and the second compo-
nents are not assumed, so techniques of the proof for Theorem 3.3 are strictly different
from those for Theorem 3.1, and hence Theorem 3.3 is not a corollary of Theorem
3.1. Of course, we hope that such techniques can apply to the proof of Theorem 3.1
in order to weaken the mentioned assumptions for the case of parametric constraints.
The following example gives a suggestion that it seems to be unable to realize our
desire.

Example 3.3 Let X = Y = R,C = R+, e = 1 ∈ intC, Λ = [0, 1], K (λ) = [λ, 2 −
λ], ε0 = 1

2 , λ0 = 0 and

F(x, y, λ) =






{y2 + λ2}, if x = 0,

{−x + λ}, if 0 < x < 2,

{−λ}, if x = 2.
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Obviously, the conditions of Theorem 3.1 are satisfied, except for the continuity of F
in the first component. Clearly, x0 = 2 ∈ S(ε0, λ0) = [0, 12 ] ∪ {2} and (εn, λn) :=
1
2 − 1

n , 1n → (ε0, λ0). However, for all xn ∈ S(εn, λn) = 1
n , 12 , {xn} does not

converge to x0 = 2. So, S is not even lsc at (ε0, λ0).

For (WEP)λ, we also have a similar result to that of Theorem 3.3.

Theorem 3.4 Assume that (WEP)λ is solvable on a neighborhood of the reference
point (ε0, λ0) ∈]0, +∞[×Λ. Assume further that

(i) F is C-Hausdorff continuous at λ0 uniformly wrt K × K;
(ii) for each y ∈ K and λ ∈ Λ, F(·, y, λ) is −R+-concave wrt e of the second type

on K.

Then, the map W is Hausdorff continuous at (ε0, λ0).

When Y = R,C = R+, e = 1, and F : X → R is a real function, (SEP)λ and
(WEP)λ reduce to a scalar equilibrium problem (EP) considered in [18]. The following
result is directly derived from Theorems 3.3 and 3.4.

Corollary 3.1 Assume that (EP) is solvable on a neighborhood of the reference point
(ε0, λ0) ∈]0, +∞[×Λ. Assume further that

(i) F is C-Hausdorff continuous at λ0 uniformly wrt K × K ;
(ii) for each y ∈ K and λ ∈ Λ, F(·, y, λ) is −R+-concave on K.

Then, the solution map S0 to (EP) is Hausdorff continuous at (ε0, λ0).

Remark 3.2 In this special case, Corollary 3.1 is an improvement of Theorem 3.1
in [18], namely, the continuity of F in the first component is not utilized, and the
concavity of F is relaxed to the −R+-concavity.
The following example is given to illustrate a case in which Corollary 3.1 can apply

while Theorem 3.1 in [18] cannot.

Example 3.4 Let X = Y = R,C = R+, e = 1, Λ = [0, 1], K = [0, 3] and

F(x, y, λ) = {πλ+y x2}, if x ≤ 2,

{πλ+y(−15x + 42)}, if x > 2.

It is not hard to check that all assumptions of Corollary 3.1 are satisfied. (By direct

computations, we have S0(ε, λ) = 0, 42π
λ+ε

15πλ for all (ε, λ) ∈]0, +∞[×Λ, so S0 is

Hausdorff continuous). However, Theorem 3.1 in [18] does not work because F is
neither continuous nor concave in the first component on K .

4 Browder variational inclusions

In this section we present applications of ourmain results in Sect. 3. Namely, the Haus-
dorff continuity of solution maps to two versions of Browder variational inclusions is
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derived. To the best of our knowledge, there is no work in the literature devoted to the
mentioned stability for these problems.
It is known that the Browder variational inclusions have the form of finding x0 ∈

K (λ) such that Ω, x0 ⊂ R+ or finding x0 ∈ K (λ) such that Ω, x0 ∩ R+ = ∅,

where X∗ is the dual space of X , ·, · is the duality pairing between X∗ and X , Ω is
a subset of X∗, and

Ω, x := { x∗, x | x∗ ∈ Ω}.

Definition 4.1 (See [28, Definition 1.1, p. 302]) A set-valued map G : X ⇒ X∗ is
said to be monotone on A ⊂ X if for all (x1, z1), (x2, z2) ∈ GraphG := {(x, z) | z ∈
G(x)}, z1 − z2, x1 − x2 ≥ 0.

Definition 4.2 (See [24, Definition 2.1.1, p. 56]) A set-valued map G : X ⇒ Y is
convex on a convex subset A of X if GraphG is a convex set A × Y.

Remark 4.1 (a) G is convex on A if and only if for all x1, x2 ∈ A and t ∈ [0, 1],

tG(x1) + (1− t)G(x2) ⊂ G(t x1 + (1− t)x2).

It follows from this,G is said to be concave on A if for all x1, x2 ∈ A and t ∈ [0, 1],
G(t x1 + (1− t)x2) ⊂ tG(x1) + (1− t)G(x2).

(b) G is convex if and only if it is C-convex for any pointed cones C.

Corollary 4.1 Assume that

(i) K is continuous, compact-valued at λ0 and K (Λ) is bounded;
(ii) there exists a neighborhood N of λ0 such that G : K (λ)×Λ ⇒ X∗ is continuous

and compact-valued on K (N ) × {λ0};
(iii) for all λ ∈ Λ and y ∈ K (λ), G(·, λ) is monotone and concave on K (λ).

Then, the approximate solution map

(ε, λ) → Ss(ε, λ) := {x ∈ K (λ) | G(x, λ), y − x + ε ⊂ R+ ∀y ∈ K (λ)}

is Hausdorff continuous at a reference point (ε0, λ0).

Proof Setting F(x, y, λ) := G(x, λ), y − x and C = R+, we will prove this corol-
lary by checking all assumptions of Theorem 3.1.
Obviously, (i) and (ii) of Theorem 3.1 is fulfilled. Assumption (iii) of Theorem 3.1

is satisfied. In fact, let x1, x2 ∈ K (Λ), t ∈ [0, 1], r1, r2 ∈ −R+ and y ∈ K (Λ), we
need to show that if F(x1, y, λ0) ⊂ r1 + C and F(x2, y, λ0) ⊂ r2 + intC , then

F(t x1 + (1− t)x2, y, λ0) ⊂ tr1 + (1− t)r2 + intC . (12)

For each z ∈ F(t x1+(1−t)x2, y, λ0) = G(t x1+(1− t)x2, λ0), y− t x1−(1−t)x2 ,

the concavity of G(·, λ0) leads to the existence of z1 ∈ G(x1, λ0) and z2 ∈ G(x2, λ0)
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such that z = t z1 + (1− t)z2, y − t x1 − (1− t)x2 . It follows that

z = t2 z1, y − x1 + (1− t)2 z2, y − x2 + t(1− t)( z1, y − x2 + z2, y − x1 )

− t z1, y − x1 − (1− t) z2, y − x2 + t z1, y − x1 + (1− t) z2, y − x2
= t(1− t)( −z1, y − x1 + −z2, y − x2 + z1, y − x2 + z2, y − x1 )

+ t z1, y − x1 + (1− t) z2, y − x2
= t z1, y − x1 + (1− t) z2, y − x2 + t(1− t) z2 − z1, x2 − x1
∈ t F(x1, y, λ0) + (1− t)F(x2, y, λ0) + C ⊂ tr1 + (1− t)r2 + intC,

which yields (12). The proof is complete.

Corollary 4.2 Assume that (i) and (ii) are as in Corollary 4.1 and replace (iii) by the
following condition:

(iii ) for all λ ∈ Λ and y ∈ K (λ), G(·, λ) is monotone and convex on K (λ).

Then we have the same conclusion as of Corollary 4.1 for the following approximate
solution map

(ε, λ) → Sw(ε, λ) := {x ∈ K (λ) | ( G(x, λ), y − x + ε) ∩ R+ = ∅ ∀y ∈ K (λ)}.

Proof It can be proved similarly to that of Corollary 4.1.
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